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1. Background 

The ultimate goal: formalising the primitive symbols and procedures of linguistic 
computation, by taking an interdisciplinary approach to understanding the nature of language 
and its place in the mind/brain. 

What is an I-language? (internal, intensional, individual) 

Chomsky (2000; 2001):  

L = a device that generates a set of expressions 

L is a state of the faculty of language (“a component of the human mind/brain dedicated to 
language”, Chomsky 2000: 89) 

 

Expressions are built with the function 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝑋𝑋,𝑌𝑌) = {𝑋𝑋,𝑌𝑌}, where X and Y are ‘lexical 
items’ (LIs). 

The Lexicon: “Lex [is] in principle ‘Bloomfieldian’, a ‘list of exceptions’ that provides just 
the information required to yield the interface outputs and does so in the best way, with least 
redundancy and complication” (Chomsky 2001: 10) 

But Chomsky supposes another operation which builds LIs, and then assumes that these are 
the building blocks of syntax (the inputs to Merge). 

The approach I take here assumes that these operations are one and the same – in line with 
Distributed Morphology (Marantz, 1997) and Nanosyntax (Baunaz et al, 2018). 

Biolinguistics: Biolinguistics refers to the study of “language as a natural phenomenon—an 
aspect of [man’s] biological nature, to be studied in the same manner as, for instance, his 
anatomy.” (Lenneberg, 1967, p. vii). 

‘Mathematical biolinguistics’ – Jeffrey Watumull.  

mailto:lecv2@cam.ac.uk
https://louis-vs.github.io/


“[w]hat matters in representations is form, not substance” (Gallistel, 2001, p. 9692). 

“if you can’t program it, you haven’t understood it” (Deutsch, 2011, p. 146, emphasis 
original). Importantly, in this context, the ‘program’ must have the quality of strong 
generativity. 

2. Architecture 

 

 

A computational module is equivalent to the function f : X -> X; an interface is equivalent to 
the function g : X -> Y, XnY={}. Different interfaces use different sets of symbols 
corresponding to X and Y; however, the general form of the representation is isomorphic 
between all instantiations. 

 



3. The LTM and the featural LTM 

Watumull’s (2015) LTM: 

 

 

My LTM: 

 

 

5. Mathematical biolinguistics 

Computation = the Turing machine 

See Gallistel & King (2010) for a computational approach to neuroscience, which heavily 
inspires this approach. This gives confidence that this kind of approach will lessen the 
‘granularity mismatch problem’ highlighted by Poeppel & Embick (2005). 



Under the mathematical hypotheses in (4), “the theory needs to be mathematical because the 
phenomenon is mathematical” (Watumull, 2012: 229). 

Minsky & Bobrow experiment (see Watumull & Chomsky, 2020 and Roberts et al, in press): 

The ‘useful’ areas of computational space consist mostly, perhaps entirely, of functions 
which reduce to the successor function (and thus to fMERGE as in (8)). From an evolutionary 
perspective, then, the odds that the useful computation chanced upon by random genetic 
mutation is fMERGE are relatively high. This affords independent support, then, to the SMT, 
and the devolution of as much as possible to the interfaces, as described in Section 3. 

 

Using fMERGE 

 

Another important consequence – a free magma can be generated even if F only has one 
feature in it. This could serve as a ‘bootstrapping’ function and implies that any 
complications to the structure of the featural Turing machine are the result of external 
necessity. 

6. Conclusion 

• Language is (or at the very least can be considered as) a mathematical object. 
• The form of the syntactic component is isomorphic to the featural Linguistic Turing 

Machine, which is isomorphic to fMERGE, which is isomorphic to the free magma (F, 
fMERGE). 

• This formulation of Merge is ‘minimax’ from the perspective of the tension between 
evolvability and learnability. 

• A clear area for improvement is in empirical grounding: what kind of tests can 
differentiate this theory from others in the generative framework? 
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